Presented at: Intelligent Environments Symposium, American Assoc. for Artificial Intelligence Spring Symposium Series, March 23-25, 1998 at Stanford University

Visualization Space: A Estbed br Deviceless Multimodal User Interface

Mark Lucente, Gert-Jan Zawt, Andrev D. Geoge

IBM Research
lucente@alum.mit.edu
Route 134, ¥rktown Heights, NY 10598 U.S.A.

Abstract

TheVisualizationSpacg“VizSpace”)is avisualcomputing
system created as a testbed farickless multimodal user
interfaces. Continuousoice recognition and passi

machine vision prade two channels of interaction with
computer graphics imagery on alwsized displayUsers
gesture (e.g., point) and speak commands to manipulate and
navigate through virtual objects andnlds. \biced com-
mands are combined withvaal types of gestures — full-
body; deictic,symbolicandiconic—to allow usergo interact
using only these natural human-to-human communication
skills. The system is implemented on a single (high-end)
IBM PC,yetprovidescomfortablyinteractiverateslt allows
for rapid testing of @ice/vision multimodal input and rapid
prototyping of specific multimodal applications for natural
interaction.

Intr oduction

Humans disceer and understand theiiowd through inter-
active visual sensations.&\speak, point, gesture, or veo
things around, it our information machines do not use
these rich and intuite communications channelb T
accommodataumansgcomputersnustbedesignedo hear
see, and {(entually) understand natural human communi-
cations. V& have created an intelligent @nonment — the
“Visualization Space” (or “MSpace”) — that empjc
deviceless wice and vision multimodal input. The
VizSpace praides a testbed for unencumbered, user
independentjevicelessnterfaces andis directedtowarda
number of future applications: scientific visualization,
medical imaging, entertainment, training and education.
TheVizSpacehears”users'voicecommandsnd“sees”
their gesturegandbody positions allowing usergo collabo-
rate in a shared evkspace using interaeé visual comput-
ing. Interactions are natural, moredikuman-to-human
interactions. Users are free to focus on virtual objects and
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information and understanding and thinking, with minimal
constraints or distractions by “the computer”, which is
present only as all-sized (3D stereoscopic) images and
sounds (bt no leyboard, mouse, wires,amds, etc.).
VizSpaceemploys continuousspeectrecognitionfor voice
input (IBM ViaVoice), machine-vision input of full-body
gesture, and a high-bandwidth netk for access to 3D
data. It is a déceless descendant of the Put That There
system (Bolt 1980) at MIT and @fDEODESK and other
work by Kruagyer (Krugger 1990). \zSpace ta&s the
deviceless approach used in “PerceptSpaces” by Wren
et al. (Wren et al.1997a) and emphasizgsa/gesture
input fusion, as in the ark by Koons, Sparrell, and Thoris-
son(Koons,SparrellandThorissonl993;Thorissonl997)
at MIT. The MzSpace is implemented relaly inexpen-
sively using common hardave and much éthe-shelf
software.

Description of Visualization Space

Our Msualization Space is a room (about 4x8 meters)
where one wll is a reaprojection display (with an image
of 2.5-metein width). Theusersseeno computetboxes,no
keyboards, no pointing dé&es. A camera is hidden aleo
the displayand (for nav) a user wears a wireless micro-
phone. The user caralk into the room and immediately
begin to interact with \zSpace without the need to sit,
type, or to strap on grtechnology (with the currenkeep-
tion of clippingonthemicrophone)Usersnavigatethrough
virtual worlds and manipulate virtual objects that are
displayed on the lge display

Figure 1 shars a schematic of theixSpace. The to
input channels are theice and vision. dice and Ve
video are each digitized and processed using a single IBM
PC, also responsible for igpeating these inputs with appli-
cation softvare (e.g., a VRML bneser) and rendering
computer graphics for visual feedback.



Visualization Space: Schematic
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Figure 1: A schematic of the Visualization Space. The two input channels — voice and vision — are combined to control
applications running on a single IBM PC. Visual output is displayed on a large projection display.

“grab that” “leave it there”

Figure 2: A typical interaction with the VizSpace. The author (Mark Lucente) moves a virtual object (the Earth) by pointing
and speaking.



Voice

VizSpace emplgs IBM’s MiaVoice continuous-speech
dictation system to cerrt usetfindependent speech into
text strings. Vice commands are specified by the applica-
tion as a list of grammars. When a user speaks, the
ViaVoice engine (running on the RCentral processor)

looks for phrases that match the command grammars, and

passegachmatch(orlackthereof),includingatime-stamp,
to the intgration program. ¥Voice has a 40,000avd
vocahulary which can bexpanded through training. The
current system uses a single microphooenviby one user
We are vorking to mae the microphonevaay from the
users and embed it in thealls of the room. BEen an
untrained VaVoice engine functions well as a speak
independent command-phase recogniaed it is used to
provide wice input from multiple speaks. aVoice also
providesbuilt-in speechgeneratiorsoftware,which we use
to provide audible erbal feedback to the user

Vision
Live video of the space in front of the display is digitized

and processed using a machine-vision system which runs

on a the PG central microprocessddumans naturally
work in ervironments with visible ambient light; machine
vision providesnon-invasie spatialsensingn suchnatural
settings. V& adapted the PersonFinder (or “Pfinder”)
software deeloped at the MIT Media Laboratory (Wren et
al. 1997b). Pfinder uses a multi-class statistical model of
color and shape to gment a person from a background
sceneandthento find andtrackpeoples head handsfeet,
and upper and \eer body Our \ersion of Pfinder runs on
ary IBM-compatible PC using a W32-based OS. Using
this Pfindetbased machine-vision code, the gregion

program monitors information about the three-dimensional

location of the uses’body parts: head, hands, feet, upper
and laver body and centroid. No chromasking or track-
ing devices are used.ypically, the color (YUV 4:2:2)
images are densized from 640x480 and processed at a
resolution of 160x120.

Thevision systemoperatesasynchronous|ybut is coded
to runwith afixedlateny betweerthereadingin of avideo
frameandthe updatingof persoriocationinformation.This
crude substitute for an absolute timestampnad|tor
synchronization with @ice commands.

Integration

The interbce intgration program (called “Intgrate”)
combines wice and vision information and interprets it to
controloneor morevisualapplicationsOurtwo cateyories
of interaction — naigation through and manipulation of
virtual objects — are relagly straightforvard. Integrate
keepstrackof theusers desiredactionsandstate using(at
present) simple rules. Its primary duties include

¢ synchronizing wice and vision information,
* interpreting a uses’gestures,
¢ determining the alidity of certain wice commands,

* passing user location and gesture information to the
application.

Synchronization is crucial to the multimodal input
system. ¥ice information carries a time-stamp. As
currently implemented, Intgrate assumes a consistent
lateng in the vision channel from moment of capture.
Intergratebuffersapproximatelyonesecondanupperlimit
tothelateng in theof voicechannelpf visioninformation,
selecting the moment that matches thee timestamp.
Synchronization is particularly important for a command
such as “get rid of that” in which the user points to the
undesired object briefly (during the speaking of the
command).

Interpretation of gesturesviolves combining the spatial
location and motion of the useead and hands.\&eal
such gestures are discussed as Examples of Interaction. An
importantexampleis to calculatethe directionof theusers
pointinggesturegfor eachhand)usinga simpletechnique.
The diference ector between the absolute coordinates of
the head and (pointing) hand are used to bilinearly interpo-
late pointing direction. The direction is combined with the
users distance to the screen, and the lateral location of the
head. At initialization, the user is &skto point to four
targets(morereliablethanonly two) andto readin turnthe
word on each tget. Integrate uses the head-harettor
for each taget to calibrate the system eWlare found that
users of difierent heights and dérent styles of pointing
have remarkably consistent ankteemely repeatable point-
ing gestures.

Interpretation of pointing gestures is typical of Inter-
grates role in alidating commands.df example, when a
user uses deicticavds (e.g., “there” or “that” as in “grab
that” or “leave it there”), Integrate first determines the
pointing direction of both the left and right hands. In the
usualcasepnehandperformsavalid pointinggesture(i.e.,
in the direction of the ast area of the display’screen),
and Integrate passes thahd pointing information along
with the specific instruction to the application. If neither
pointing gesture isalid, the command is ignored, and the
user is asid to clarify If both are alid, Integrate simply
takes the werage.

In additionto corvertingvoice commandso instructions
for the applications, Intgrate preides a stream of user
location information. Br example, the user is generally
welcome to mee about the room, and Intgate comerts
user head location to agepoint location and instructs the
application to update the rendered image appropriately
Hand locations and pointing directions (and thalidity)
are continuously praded so that the application can inter-



actively move or alter objects.df example, the user may
have asled to grab and object and is wr@ it by pointing
to a nev location. Orthe user may ve asled to interac-

tively resize an object by holding up both hands and adjust-

ing their separation.

Implementation and Performance

To date we hae implemented Space both on Unix
(AIX) platforms and on an IBM PC platform. Both are
designed to wrk across the netwk, so that dierent
processes can run onfdifent machines. Because it is
simplest, the single IBM-PC implementation is described
here.

The Msualization Space runs on a fquocessor IBM
Netfinity 7000 PC Serr (512KB cache/processor and
512MB of RAM) running Windows NT 4.0. A PCI-bis
Snapper (Actie Imaging) preides video digitization,
downsizing, and corersion to YUV from the analog
composite video praded by a standard CCD camera. A
commonsoundcard(Creative LabsSoundBlasterprovides
digitization of sound from the wireless microphone. A
GLyder MP (Symmetric, Inc.) graphics accelerator card
providesrenderingsupportincludinggeometryprocessing,
for fast interactie graphics. All other functions -eice
recognition, machine vision, input igi&tion — are
performedn thecentralprocessordnteractize applications
arewritten directly with OpenGLinstructionspr areimple-
mentedusinga VRML browserthatis basednthe Cosmo
Player2.0for VRML 2.0 (CosmoSoftware)andcontrolled
as a slee process.

The IBM PC preides the computing peer required to
perform interactions at a comfortable rate of intevégti-
more than ten updates per second. Tdieevchannel has a
typicallag of 0.4 second®n continuousspeechThevision
channerunsatmorethantenframes/secondyith alateng
of less than 0.2 seconds. Most of the computingepas
used by the machine-vision system.

Examples of Interactions

The Msualization Space and its\deeless natural interac-
tivity are ideal for mayapplications:

Education and Entertainment. In location-based enter-
tainment (e.g., a virtual theme park), where iatesf
hardware is often damaged and dirtied, the hanfls-of
gadget-free intedice of the 2Space alle/s rolust
unobtrusie interactiity. Virtual adentures and alk-
throughs are more fun and memorable. A user migkt tak
another user on a virtual tour of a historic site, the human
anatomyor another planet.

Scientific Visualization. Using the VzSpace, the interac-
tive communication of comptevisual concepts is as easy
as pointing and speaking. Users can collaborate remotely
with users at other arkspaces and avkstations via the
network, sending wice and real-time video.

Retail: Vacations, Real EstatePlan a acation, or look at
potentialreal-estat@urchasefor homeor businesssimply
by walking, gesturing, and asking for informatiomk& a
virtual visit to a tropical island to get a feel for your poten-
tial vacation site. Or check out thaictory space that you
are planning tolyy. The natural interaafity of the
VizSpace, combined one-to-one scale of the displayed
imagery provides a visceral éfctive experience.

These and other applicationsatve the naigation
through and manipulation of virtual objects. ligi@ate
combines wice information with seeral types of inter-
preted gestures — full-bodgeictic, symbolic and iconic —
and facilitates interactions that utilize theige modality
the body and/or gesture modality both modalities:

* \oice: Users may ask to visit a particular place (e.g.
“take meto Athens”),or to controlanobject(e.g., spin
it”, “make it bigger”), or to neigate (e.g., “les go
faster”).

* Body/gesture: Users may controMigation using only
gestures or body locationoFexample, stepping to the
right causes changen thedirectionof forwardmotion
— an gample of full-body gesture input.

* \oice and body/gesture: Both object manipulation and
navigation involve maty such combinations.

Thisthird class-thefusionof speecrandbody/gesture-
is the most interesting.oF example, if a user points and
asks to “put a box there”, Inggate calculates the user’
deictic pointing gesture information and instructs the appli-
cation to create a box primig at the desired location. The
user can “grab that” object, selecting an object by pointing
to it, andthenmove theobjectinteractiely by pointingto a
new location. If an object has been selected (by pointing to
it and saying “select that”), a user can say “enakhis
big”, holding hands apart by a desired width — a use of
iconic gesture. Furthermore, an object can be intesdygti
resized or rotated in a similaay beginning with a
command such as “change its size” or “rotate  tikis”,
followed by meement of both hands, and ending with a
command such as “this is good” or ‘Vesit like that”.
Navigation also utilizes multimodal interactionsrF
example, while mwing forward, a user can alter course
heading by using a lateralming gesture (as if clearing
dust of of a tabletop) with either a left or right emphasis.
This use of iconic gesture is particularlyeetive, as users
often to automatically>@ress themseés this vay.



Curr ent Focus and the Futue

The first stage of ¥Space deslopment inolved finding

and combining tools to perform the computationally inten-
sive wice and vision input functions. Multimodadpeeri-
ments follaved, including a system with tw
simultaneously acte users. W hare three primary interre-
lated goals:

¢ rapidly explore nev ideas in multimodal input;

¢ create prototype systems for specific applications and
test their dicagy;

* bggin to develop a layer of intelligence between the
multimodalinput channelsandthe computationatasks,
i.e., create an intate that “understands” the users.

Our choices of hardare and softare hae been guided
by the first tvo goals. At present, we can create a demo or

application quickly simply by using a modeler tlt a

virtual world and then ingrating a set of pertinent interac-

tions. W& continue to create axieon of interactions
described by the relant woice command grammars and
spatial information. Sets of commands can be shared
among seeral applications, and particular commands can

be altered as needed. The second goal — to determine what

specific applications benefit from thisvileeless system —
inspires us to generatemapproaches and solutions, as
well as stimulating broader interest from the computer
industry In additionto thewall-sizedvisualdisplay we are
testing a number of ddrent input and feedback scenarios.
Visualfeedbaclkcanbeembeddedhto atabletop (greatfor
laying outWebpagesmagazinesmultimediastoryboards),
or use small displays (for educational and entertainment

applications on common desktop computers). Systems can

utilize little or no visual feedback (appropriate for a smart-
cardashboarar smartkitchen).Additional modesof input
(e.g.,sensorembeddedh carpetsyalls andfurniture)will
provide more robstness through redundant detection of
user location. Additional important input will include the
detection of gze direction and hand pose, as well as user
identification using biometrics such asiae and &ce
recognition.

The interbice must be more intelligent — what does the
userreally want?whatdoesthis userusuallymeanby that?
how can the user be prompted to redkings clearer?
Adding understanding to the intade is a long-term and
difficult goal. Havever, attempts at artificial intelligence
tend to succeed in focussed realms. Combinaigevand
vision information presents such an opportyrbginning
with the simple bt important case of kmang when to
listen to a useBy understanding the user (i.e., seeing
where users arafing, knaving what actiities have
preceded, perhapsen listening to tone ofaice) a truly
multimodal input intedce can determine when a user is

talking to the computerersus talking with other users.
Humans commonly use indistinct phrases such aséntak
a little bigger” when manipulating objects. The Igtate
system must be progresgsiy trained to the habits of a
given user to interpret this phrasewhmuch bigger? does
the user often ask for “bigger still” if the object size is
increased by only ten per cent? what does the user mean
when this type of object is being treated? Arbitration
becomegritical for multiusersystemslf two or moreusers
ask for diferent lut operations, he are these commands
interpreted? Selecting only the first or loudest or longest
command represents a loss of important information.
Therefore, a more intelligent intade would en@ge in
compromise, arbitration, or perhaps @eetsolicitation and
negotiation — comersational interaction.

Conclusion

VizSpacehasdemonstratethatsimpledevicelessmultimo-

dal user intedce can be implemented kpensvely,

drawing on readily gailable hardware and softare. W\

continue to use it to pride users with a natural intexfe,

and quick easy access to information and communications

channelsUsersmorequickly engagein theirtasksasthere

is little or no distraction from inteste hardare. Bst

subjects hee responded by describing pogitisensations

of “control” and “tangibility”. Mary simply feel that the

computer “understands” the usand on the usex’ovn

terms — using natural language and communications skills.
Equal in importance to this natural human-to-computer

interface is the natural feel of the human-to-human interac-

tion. When one user points to an object and says éritak

red”, other humans present in thzSpace automatically

know the actve users intentions. Moreger, they immedi-

ately learn hav they too can participate. And because the

interface uses natural language, users are more inclined to

express what thewant, and togeriment with the possi-

bilities. For example, one young visitor (who could not yet

read an instruction manualaw able to interact with the

VizSpaceafteronly aone-minutedemothatinvolvedafew

spolen commands. Latemnprompted, he casuallypeeri-

mented with n& voice commands, mgrof which gave

immediate results. These are encouraging obtiens as

we attemptto createthelastinterfacethatary userwill ever

have to learn: a daceless interdice that uses the skills of

speaking and gesturing thatkeaeen learned throughout

life andareperformednaturallywhencommunicatingvith

humans.
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